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Abstract—The dynamics of political conflict and cooperation
require powerful computerized tools capable of effectively track-
ing security threats and cooperation around the world. This study
compares the performance of domain-specific Large Language
Models (LLMs) against generically-trained LLMs in binary and
multi-class classification using native text in English, Spanish,
and Arabic, and their corresponding machine translations. This
endeavor yields four key contributions. 1) We present and make
available a novel database of annotations using a multi-lingual
parallel corpus from the United Nations. 2) Using various metrics,
we assess the quality of different machine translation tools. 3)
Our results indicate that the ConfliBERT family of LLMs, a set of
domain-specific models tailored for political conflict, outperform
generically-trained LLMs in English, Spanish, and Arabic in both
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supported by the University of Arizona TRIF, UITS, and Research, Innovation,
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binary and multi-class tasks. 4) We also disentangle the het-
erogeneous effects of machine translation on LLM performance
in different languages. Overall, results reveal the comparative
advantage of native-language domain-specific LLMs specialized
on political conflict to understand the dynamics of violence
and cooperation worldwide using native text. Our multi-lingual
ConfliBERT LLMs provide critical cyber-infrastructure enabling
scholars and government agencies use their local languages and
information to foster safer, more stable political environments.

Index Terms—Multilingual LLMs, machine translation, polit-
ical conflict, United Nations.

I. INTRODUCTION

Contemporary political conflict and cooperation are charac-

terized by rapidly changing dynamics beyond the traditional

military and diplomatic interactions of nation states. Emerg-

ing from local insurgencies, terrorists, criminal organizations,

ethnic conflict, human and drug trafficking, social unrest, and

piracy, among others, a great variety of conflict incidents and

cooperation opportunities involve non-state armed actors that

need to be analyzed. Tracking, understanding, and mitigating

these complex conflict and cooperation processes requires
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leveraging powerful computerized approaches capable to iden-

tify such incidents in an effective and timely manner.

To address these challenges, multidisciplinary endeavors

combining computer scientists and political scientists have

advanced computerized applications to study conflict. Early

efforts such as ICEWS [1] relied on rule-based coders such

as TABARI [2] and PETRARCH2 [3] to code conflict events

using large dictionaries applying the CAMEO [4] ontology.

However, the rapidity changing conflict dynamics demanded

considerable costs to update these dictionaries, quickly rele-

gating them to obsolescence. Moreover, the rigidity of rule-

based coders often lacked the capacity to analyze complex

unstructured text describing political conflict processes.

Recent Large Language Models (LLMs) developments

such as BERT [5] shattered the limitations preventing rule-

based coders from effectively processing unstructured text and

promised broad possibilities to study conflict. Despite their

ground-breaking contributions, generically pre-trained LLMs

struggle when processing domain-specific tasks related to

political conflict [6]. Most conflict coding efforts exclusively

rely on English-language and just a few use machine trans-

lation [7], thus overlooking valuable information in foreign

languages and introducing considerable coverage bias [8].

This study makes four significant contributions to advance

conflict research using computerized tools. First, the paper

presents an annotated database in English, Spanish, and Arabic

to comparatively analyze the performance of domain-specific

and generically-trained LLMs to study political conflict. The

study leverages multi-lingual parallel data from the United

Nations (UN) and presents a large set of high-quality annota-

tions relevant to political conflict and cooperation. Secondly,

this study explicitly evaluates the use of machine translation

in conflict research, gauging the quality of different machine

translation tools using various metrics. Thirdly, we compare

the performance of the ConfliBERT family models [6], [9],

[10], a set of domain-specific LLMs tailored for political

conflict, against several generically-trained models in English,

Spanish, and Arabic. This evaluation encompasses both binary

and multi-class classification of machine-translated data and

native texts. Lastly, the study disentangles the effects of

machine translation to better understand variations in LLM

performance across machine-translated and native texts.

II. RELATED WORK

Political violence and cooperation research is a focal point

for scholars and security professionals focused on tracking,

analyzing, and predicting social unrest, political violence, and

armed conflicts worldwide [1], [11]–[14]. In political science,

conflict analysis examines a broad spectrum of interactions of

government entities, non-state actors, and civilians. Studying

political confrontation and cooperation encompasses a broad

range of behaviors such as protests, riots, crackdowns, insur-

gencies, civil wars, terrorism, human rights abuses, genocides,

forced displacements, conventional and unconventional wars,

nuclear deterrence, peacekeeping efforts, diplomatic tensions

and tensions, international aid, and collaborative initiatives.

Conflict scholars have long been applying computerized

methods to study conflict processes around the world. Initial

developments in this field used rule-based coders such as

TABARI [2] and PETRARCH2 [3] that employed large dic-

tionaries of actors and actions to generate conflict data. Early

rule-based coders worked exclusively on English text which

prevented them from processing data in foreign languages.

This shortcoming motivated later efforts to generate rule-

based coders in Spanish [15] and Arabic [16], and rule-

translation efforts [17]. The CAMEO ontology [4] became

the dominant schema for event coding efforts such as ICEWS

[1], the Phoenix Data Set [18], and TERRIER [19]. Recently,

the PLOVER [14] political event classification superseded

CAMEO with a more succinct set of action categories that

facilitate the coding process. A central limitation of rule-based

coders consisted on the costs, labor, and time required to

update the dictionaries on a regular basis. There were efforts to

automatically update coding dictionaries [20]–[22] or translate

them into non-English languages [17], yet the rapid changing

conflict processes made them perennially outdated.

To address these challenges, researchers developed auto-

mated tools, particularly transformer-based pre-trained lan-

guage models (PLM) [5], [23], [24]. Leveraging self-

supervision on vast amounts of unlabeled text, these models

reduce the necessity for dictionaries or extensive manual

annotation through transfer learning.

A recent contribution is ConfliBERT [6], a domain-specific

model specifically designed for classifying political conflict

and cooperation in (English) texts that significantly decreases

the need for extensive expert human annotation. Its devel-

opment involves two primary steps: (1) training a BERT-

based LLM on a domain-specific corpus focused on polit-

ical violence, and (2) evaluating the model across various

downstream tasks. Later developments extended ConfliBERT’s

multi-lingual capabilities to Arabic and Spanish languages:

ConfliBERT-Arabic [25] and ConfliBERT-Spanish [26]. These

models enhance conflict research in their respective languages,

reflecting growing interests to expand linguistic resources to

directly study conflict in foreign locations using native sources.

Social scientists are increasingly developing, adopting, and

adapting computer science and computational linguists tools

to study conflict [27]–[31]. Machine learning has been used to

facilitate both data generation [7], [32], [33], conflict analysis

[34]–[38], and improving conflict prediction abilities about

changes in the levels of political violence [39]–[41]. The

primary focus across these applications is on texts written in

English language. Low-resource languages, such as Arabic and

Spanish, are frequently underrepresented and require extensive

adjustments to prevent under-performance, which decreases

their attractiveness and accuracy for usage [42].

Adding NLP analysis tools from low-resource languages

and regions to better understand conflict presents new chal-

lenges to state-of-the-art NLP models. For a domain- and

language-specific LLM problem like the one considered in

this study, most studies exploit machine translation from low

resource languages to English to capture the information from
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low-resource languages and reduce their variability [1], [7],

[43]. Liu et al. [44] implement this technique by using off-

the-shelf and fine-tuning approaches to translate data from

French and Chinese into English, and evaluate multiple en-

coders. However, this machine-translation approach circum-

vents rather than addresses the challenge of developing domain

and language specific NLP tools to analyze native text.

III. DATA

A. The United Nations Parallel Corpus

The empirical foundations of this study rely on the United

Nations Parallel Corpus (UNPC) [45], a large collection of

official United Nations (UN) documents from 1990–2014.

The UNPC contains 86,307 documents professionally and

manually translated by the UN Department for General As-

sembly and Conference Management (DGACM) Translation

Services into all six official UN languages (English, Spanish,

Arabic, French, Russian, and Chinese). These documents are

aligned at the sentence-level and contain a total of 11,365,709

fully aligned sentences. This study uses a random sample

of 7,800 sentences from United Nations Security Council

(UNSC) resolutions in English (EN), Spanish (ES), and Arabic

(AR) related to three key topics (human rights, the protection

of civilians, and terrorism). This yields a highly relevant

corpus for the domain of political conflict and violence, thus

constituting a suitable case for testing the leverage of domain

and language-specific ConfliBERT LLMs and a direct com-

parison to generically-trained LLMs in a single language with

a machine translation step. Our corpus is generally comprised

of relatively short sentences with an average length 27 words

in English, 31 words in Spanish, and 24 words in Arabic.

B. Annotation Procedure

To prepare the 7,800 UNPC sentences for analysis, annota-

tions were made by 12 human coders with domain expertise

in political science and international relations, and bi-lingual

skills in either English-Spanish or English-Arabic. The anno-

tators were given randomly sampled sentences to classifying

according to 1) their relevance or non-relevance, and 2) the

QuadClass categories of Verbal/Material-Conflict/Cooperation

in Table I using Label Studio [46], an annotation interface

capable of processing text in multiple languages.1

TABLE I
QUADCLASS CATEGORIES

Cooperation Conflict

Verbal

Agree Demand
Consult Disapprove
Support Reject
Concede Threaten

Material

Protest
Cooperate Crime

Aid Sanction
Retreat Mobilize

Investigate Coerce
Assault

1The researchers thank Label Studio for granting access to their app.

The annotation procedure consisted of seven steps. 1)

All coders underwent a rigorous training process to gain

familiarity with the codebook. 2) Each week, coding teams

received a random sample of the corpus consisting of about

300 sentences aligned across languages. 3) A pair or triplet of

human coders conducted a first round of blind annotations for

each sentence, assigning a QuadClass category to the relevant

sentences and classifying it as relevant or non-relevant if no

QuadClass category was identifiable. 4) Coders conducted

a non-blind revision round on each sentence. This allowed

coders to compare their decisions to those of other coders. 5)

The annotations for which there is 100% agreement between

coders are considered as Gold Standard Records (GSR). 6)

Coders conducted a third non-blind revision round focusing

on the remaining sentences with less than 100% agreement.

Having multiple coders looking at the same sentence multiple

times contributed to improving their inter-coder reliability.

7) For sentences with less than 100% agreement, a coder

was assigned to make the final decision to assign the best

classification as GSR. Sentences where a final decision was

not made were excluded from the final dataset for downstream

tasks, as were complex sentences that received more than one

QuadClass category label.

C. Binary and Multi-Class Annotations
To illustrate the substantive content of each QuadClass

category, each quadrant of Table I includes a set of ac-

tion types that correspond to the PLOVER ontology [14].

The annotations are a multi-class task indicating whether a

sentence represents an instance of Verbal Conflict, Verbal

Cooperation, Material Conflict, or Material Cooperation.2 The

manual annotation had high inter-coder reliability (average

92.0% agreement).
Coders annotated a total of 11,493 sentences. Figure 1

presents the distribution of the binary classification where

coders identified 52.4% of the data as not relevant, and the

other 47.6% as relevant sentences. Figure 2 shows the distribu-

tion of the multi-class QuadClass annotations. Of all sentences

used for training in the multi-class classification task, coders

identified 53.2% as not relevant, 13.7% are Material Conflict,

13.2% as Material Cooperation, 8.3% as Verbal Conflict,

and 11.6% as Verbal Cooperation3. Of the relevant sentences

identified in the binary task, human coders classified 29.4%

of the data as Material Conflict, 28.2% correspond to Material

Cooperation, 17.7% as Verbal Conflict, and 24.8% correspond

to Verbal Cooperation. To avoid the problems of unbalanced

data, all the experiments conducted in this study use balanced

databases capped at the least common denominator across

categories in each classification tasks.
Table II illustrates the annotators’ sentences for binary and

multi-class classifications. The first binary example shows the

2Since barely 3% of the sentences had more than one label, we treat this
as a multi-class classification task rather than multi-label classification.

3The discrepancy in not relevant percentages between Figures 1 and 2
originates from multi-label sentences. We excluded sentences with multiple
labels from the multi-class classification task. Therefore, the proportion of not
relevant sentences is slightly higher in Figure 2
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Fig. 2. Multi-Class Annotations

relevance classification and the remaining provide examples

for each of the QuadClass categories.

TABLE II
ANNOTATION EXAMPLES

B
in

ar
y

Relevant
Suicide bombings have also become a trend.
También se han hecho frecuentes los atentados suici-
das.

� � ����
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�	
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 �
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 ��
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 ��
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Not
Relevant

I ran towards my cow and untied it.
Fui corriendo a desatar a mi vaca.

� ������� �
���� !�
�"����� !#
� �
$�%&

�
� ��

M
u

lt
i-

C
la

ss

Material
Conflict

Killing of wounded enemy servicemen
Asesinatos de combatientes enemigos heridos

 �'�
 (���)� �*	 !)�+�,-
 .����
Material

Cooperation

Establishment of the integrated command centre
Establecimiento del centro de mando integrado��/	�0��12 
 �3(������ 
 ����	 4� 56�7 
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�



Verbal
Conflict

Colonel Reis and Mr. Malik had a heated verbal
exchange.
El Coronel Reis y el Sr. Malik tuvieron una discusión
acalorada.

���6�
 :7�� ��� ��'�
 �*���� ;���+< =� �
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�@� �
( 

� A��	
Verbal

Cooperation

Countering terrorist narratives and violent extremism
Lucha contra la retórica terrorista y el extremismo
violento�9��'���� �������12 
 �B�C��� 
 !�"� ����� 
 �� �C

�+,-
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IV. MACHINE TRANSLATION

A. Machine-Translation Tools

Rather than using native language text to study conflict

in foreign locations, conflict scholars often rely on machine-

translated text suitable for English-based NLP tools [7]. This

seems to be a cost-effective strategy as it takes advantage of a

rich set of NLP tools available in English without the burden of

using or developing NLP tools in foreign languages. However,

this approach seldom rests on a systematic assessment of the

machine translation quality and often neglects errors derived

from distorted translation. To address this limitation, this

section evaluates the quality of the output of different machine

translation tools. First, we use various tools to translate Span-

ish (ES) and Arabic (AR) native UNPC sentences into English

language (EN). Second, we assess the quality of machine

translation using a variety of metrics. Third, we evaluate

the performance of different English-language models on two

downstream tasks using the English machine-translated text.

The UNPC data constitutes an invaluable resource pairing

professional manually translated sentences across languages

for a single corpora, allowing one to compare the leverage

of different common machine translation tools. However, it

is plausible to expect variations in the capacity of different

machine translation tools to accurately preserve contextual

meaning and accuracy in the translation output.

To evaluate the quality of the machine translation, we

translated the entire sample of Arabic and Spanish sentences

into English. We use four machine translation tools: 1) Google

Translate [47], which is commonly used for machine transla-

tions in academic research [7], 2) DeepL API [48], a high-

quality neural machine translation service recognized for its

superior performance, providing accurate and contextually

attentive translations, 3) Deep Learning translator, a Python

library package that abstracts the complexities of API usage

and introduces a simple interface for translation services [49],

and 4) OPUS [50], a Hugging Face library providing state-

of-the-art NLP PLM. For the latter, we use the Helsinki-

NLP/opus-mt-ar-en and Helsinki-NLP/opus-mt-es-en models

since they were specifically trained to translate between Arabic

and English and Spanish to English.

All four translation tools differ in their functionality, which

may affect the translation output. For Google Translate, we re-

lied on Google’s subscription-based Cloud Translation service.

Google Translate relies on a transformer-based neural network

system and an RNN decoder. In addition to changing the

system architecture, Google Translate relies on new training

data from embedding-based model web crawls, using a data

miner that prioritizes precision over recall [51]. For DeepL,

we used the advanced subscription-based translation GUI.

DeepL relies on artificial neural networks based partially on

the transformers architecture. However, the network topology

differs from other commonly used transformers-based tools,

which improves DeepL’s performance. The model is trained

on specifically collected training data and relies on web

crawlers that detect online translations and conduct quality

assessments [52]. The Deep Learning translator package is a

Python package that uses multiple translators, such as Google

Translate, Mymemory Translator, DeeplTranslator, QcriTrans-

lator, Linguee Translator, PONS Translator, Yandex Translator,

Microsoft Translator, ChatGpt Translator, Papago Translator,

Libre Translator, TencentTranslator, and BaiduTranslator. The

Python tool includes multiple translators and supports a variety

of source text formats. It relies on an API server, thereby

facilitating fast and larger batch-size translations [49]. For

the analysis in this paper, we relied on google translate

within the Deep Learning Python package. In contrast to the

subscription-based Google Cloud translator, the free Google

translator provided in the package can be considered to be

less reliable, and subject to throttling and breaking [53], [54].

Our final machine translation tool, OPUS, equally relies on

a transformer-based neural machine translation architecture.

The model is trained on freely available parallel corpora that

were collected for the OPUS bitext repository [55]. While all

translation tools use different approaches to conducting the
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machine translations, they all rely on a transformers-based

architecture and different training data. Deep Learning adds

additional complexity by combining different translation tools

in one Python package. Consequently, we expect the machine

translation output to differ. To better understand the differences

in machine-translation outputs, we conduct additional quality

assessments.

B. Machine-Translation Quality Metrics

To assess the translation quality, we use four different

metrics to compare the machine translated English text (from

the original ES and AR sentences) to the native UNPC

English ground truth. The first metric is BLEU (Bilingual

Evaluation Understudy) [56], which calculates the precision

of n-grams (sequences of n words) in the machine-generated

text compared to the ground truth. As the most rigid metric,

BLEU does not assess the contextual correctness of transla-

tions but rather evaluates whether each word from the source

text was correctly translated into a corresponding target text

word. The second metric is SacreBLEU [57], a variation of

BLEU that addresses tokenization and normalization matters

to ensure the evaluation is comparable and consistent across

various systems. This allows SacreBLEU for some translation

flexibility [58]. The third metric is METEOR [59], which

uses explicit ordering to create a word alignment between

the translated text and the ground truth, and calculates the

similarity scores for them. Finally, BERT-score is a metric that

employs a BERT model [5] to calculate the similarity between

the machine-translated text and the ground truth based on high-

level semantic features. BERT-score provides the most flexible

translation metric, permitting a contextually correct translation

and the use of synonyms without restricting the assessment

to the correctness of word-by-word translation. The scores

from these metrics range from 0 to 1, with a higher score

representing a higher level of similarity of the translated text

to the ground truth [60].

Table III presents the translation quality assessment of the

machine translation from Spanish and Arabic into English.

The metrics listed in the Table are ordered from the strictest

(BLEU) to the most flexible scale (BERTscore). DeepL

achieves the best results across all tools for both languages

with a top BERTscore of 0.9668 for the Spanish to English

translation and 0.9638 for the Arabic to English text. The

second-best performance is OPUS, with a performance that

significantly challenges DeepL in all four quality metrics.

These findings demonstrate the general role of deep learning

in the performance of text translations. Results from Table

III also reveal that Google Translate yields the lowest quality

across metrics in both languages. This questions the validity

of the approach used in other studies relying on Google [7].

Despite variations of quality scores across different machine-

translation tools, these metrics show that there is not much

substantial variation between translation tools. This is an

important factor, specially considering the monetary costs of

using DeepL and Deep Learning, vis-à-vis the free use of

Google Translate and OPUS.

TABLE III
MACHINE TRANSLATION QUALITY

Lang Metric Google DeepL
Deep

Learning OPUS

ES-EN

BLEU 0.4071 0.4467 0.4147 0.4071
SacreBLEU 0.4611 0.4990 0.4707 0.4611
METEOR 0.6907 0.7164 0.6965 0.6907

BERTScore 0.9611 0.9668 0.9639 0.9611

AR-EN

BLEU 0.3747 0.4327 0.3792 0.3747
SacreBLEU 0.4271 0.4859 0.4349 0.4271
METEOR 0.6739 0.7125 0.6765 0.6739

BERTScore 0.9553 0.9639 0.9571 0.9553
Bold font indicates top results.

TABLE IV
DOMAIN-SPECIFIC AND GENERIC MODELS USING MACHINE

TRANSLATED TEXT INTO ENGLISH

ES to EN AR to EN
Model Binary MCC Binary MCC

ConfliBERT-Cont-Case 0.9213 0.6305 0.9165 0.6644
ConfliBERT-Cont-Unc 0.9200 0.6266 0.9140 0.6637
ConfliBERT-Scr-Case 0.9240 0.6239 0.9153 0.6638
ConfliBERT-Scr-Unc 0.9256∗∗ 0.6282 0.9176∗∗∗ 0.6682

mBERT-Case-fine 0.9139 0.6007 0.9125 0.6299
mBERT-Unc-fine 0.9142 0.5961 0.8944 0.6335
BERT-Case-fine 0.9202 0.6191 0.9132 0.6588
BERT-Unc-fine 0.9226 0.6277 0.9137 0.6660
Electra-disc-fine 0.9205 0.6301 0.9133 0.6622

RoBERTa 0.9179 0.6235 0.9089 0.6607
Machine translated text using DeepL. Average F1 reported for binary and
average macro F1 for multi-class classification (MCC). Bold font indicates
top results. Statistical significance *p<0.1, **p<0.05, ***p<0.01.

C. LLM Performance Using Machine-Translated Text

We use DeepL, the top performing translation tool, to com-

pare the operation of different LLMs on machine translated

text for both the binary and mutli-class classification. The

evaluation uses ConfliBERT-EN [6] and generically trained

models including BERT [5], multilingual BERT, Electra [61],

and RoBERTa [62]. The assessment considers different models

including ConfliBERT English with Continual training us-

ing cased text (ConfliBERT-Cont-Case), as well as uncased

text (ConfliBERT-Cont-Unc), and their corresponding ver-

sions with training from scratch, ConfliBERT-Scr-Case and

ConfliBERT-Scr-Unc, respectively. As baseline models, we use

base BERT with cased text (BERT-Case-fine) and uncased text

(BERT-Unc-fine), multilingual BERT in its cased (mBERT-

Case-fine) and uncased versions (mBERT-Unc-fine), as well

as Electra-disc-fine and RoBERTa.

Table IV presents the average F-1 score results of these

evaluations for 10 seeds and 5 epochs for each model with

a 70-15-15 split for training, developing, and testing. For

the defined tasks, the ConfliBERT family models generally

perform better than generic PLM baselines. For the Spanish

to English translations, results for binary classification show

that ConfliBERT-Src-Unc has the best performance and is

highly statistically significant compared to BERT-Unc-fine, the

closest generic model competitor. For multi-class classification

546

The 2nd International Conference on Foundation and Large Language Models (FLLM2024)

Authorized licensed use limited to: University of Arizona. Downloaded on August 05,2025 at 05:36:23 UTC from IEEE Xplore.  Restrictions apply. 



(MCC) task in Spanish, ConfliBERT-Cont-Case has the high-

est average F-1 score, but it is not statistically different from

Electra, the closest performing generic model.

For Arabic to English translation, Table IV shows the

classification performance of ConfliBERT-Scr-Unc has the top

performance in the binary classification, and is statistically

superior to BERT-Unc-fine, its closest generic competitor.

Results from the MCC task of QuadClass classification using

English text translated from Arabic indicate that ConfliBERT-

Cont-Unc performs better than BERT-Unc-fine, its closest

competition from the generic family of models, yet the dif-

ference is not statistically significant.

Overall, the results indicate the comparative advantage of

using ConfliBERT, a domain-specific model about political

conflict and cooperation. ConfliBERT EN offers a clearly

superior performance over generic models for classifying

relevant and not relevant sentences in the binary task using

translated text. However, the lack of statistical significance in

the multi-class classification task indicates that ConfliBERT’s

comparative advantage is less clear when identifying instances

of material and verbal conflict and cooperation using machine

translated text from both Spanish and Arabic into English.

V. NATIVE LANGUAGE EXPERIMENTS

This section compares the performance of the language-

specific ConfliBERT models and generic PLMs on the binary

and multi-class downstream tasks using native language UNPC

sentences in English, Spanish, and Arabic. All reported models

are evaluated based on 10 seeds with 5 epochs using a 70-15-

15 data split for training, developing, and testing.

A. Experimental setup

Starting with ConfliBERT English (EN), Hu et al. [6]

offered a considerable improvement on a variety of NLP tasks

focused on political violence and conflict when compared

to Google’s BERT. Based on its outstanding performance,

Häffner et al. [63] consider ConfliBERT as the state-of-

the-art tool for processing conflict event data. Subsequent

developments extended ConfliBERT’s multilingual capacity in

ConfliBERT Spanish (ES) [9] and ConfliBERT Arabic (AR)

[10]. These are pre-trained on a large collection of documents

specialized on political conflict and violence in their respective

native languages. In this study, we compare the performance of

the ConfliBERT models and other generic models in English,

Spanish, and Arabic using fine-tuned models for both the

binary and multi-class classification tasks on their respective

languages using the annotated UNPC sentences.

Based on the UN parallel corpus, we conduct two key

comparisons: across languages and within languages. First, we

assess the performance of different models across languages

using the different versions of ConfliBERT in English, Span-

ish, and Arabic compared to Google’s BERT in its English and

multilingual versions [32, cf.]. We compare the performance

of ConfliBERT with Continual training from multilingual

BERT using cased text (ConfliBERT-Cont-Case) and uncased

text (ConfliBERT-Cont-Unc) in English, Spanish, and Arabic

languages. In addition, we use ConfliBERT from scratch and

uncased versions (ConfliBERT-Scr-Unc). ConfliBERT from

scratch is only available in English (ConfliBERT-Scr-Case).

We then compare the performance of domain-specific Con-

fliBERT models to other powerful models trained on generic

text. For the baseline, we fine-tuned Google’s multilingual

BERT base with cased text (mBERT-Case-fine) and uncased

text (mBERT-Unc-fine) in English, Spanish, and Arabic lan-

guages. In addition, we use BERT base with cased text (BERT-

Case-fine) and uncased text (BERT-Unc-fine), which are only

available in English. This experimental set up leverages the

multilingual character of the UNPC as ground truth to compare

the the performance of ConfliBERT models across languages

with the Google BERT models as a baseline.

The second assessment dimension focuses on comparing

different models within languages. Here we compare the above

mentioned models to other broadly used models developed

exclusively in each of their corresponding languages. For

English, we include Electra [61], which uses replaced token

detection instead of BERT’s masking as pre-training method.

We also rely on RoBERTa [62], which uses a robustly opti-

mized pre-training method. For Spanish, we use BETO [64],

a BERT-based model pre-trained exclusively on Spanish text.

The assessment includes BETO’s cased (BETO-Case) and

uncased version (BETO-Unc). In addition, we rely on the

continual version of ConfliBERT based on BETO originally

developed by Wang et al. [9] in its cased (ConfliBERT-BETO-

Case) and uncased (ConfliBERT-BETO-Unc) form. Finally, for

Arabic, we use AraBERT [65], a BERT-like model specifically

pre-trained with Arabic text. Since the Arabic language does

not have capitalized letters, we only use the uncased form of

this model. This set up enables the comparison of domain-

specific and generic-purpose models within each language.

B. Binary Classification Results

Table V presents the average F-1 score for the binary

classification task derived from running each model with 10

seeds and 5 epochs. The top section in Table V presents the

ConfliBERT family models across languages. The middle sec-

tion reports the performance of Google BERT models. Finally,

the bottom section presents the results of other generically pre-

trained models for specific languages.

Table V shows that the ConfliBERT family models per-

form better than or as good as generically trained models

for classifying relevant or not relevant sentences in their

native languages. For the binary classification task in English,

ConfliBERT-Scr-Unc performs as well as BERT-Case-fine.

Results for the binary task in Spanish language indicate

that ConfliBERT-BETO-Unc also performs as well as BETO-

Case, the generically-trained Spanish model with the top

performance. Finally, Arabic results show that ConfliBERT-

AraBERT yields the top results for binary classification using

the original UNPC Arabic corpus. This improvement in perfor-

mance is statistically significant when compared to AraBERT,

the closest generic Arabic model competitor.

547

The 2nd International Conference on Foundation and Large Language Models (FLLM2024)

Authorized licensed use limited to: University of Arizona. Downloaded on August 05,2025 at 05:36:23 UTC from IEEE Xplore.  Restrictions apply. 



TABLE V
BINARY CLASSIFICATION USING DOMAIN-SPECIFIC AND GENERIC

MODELS ON NATIVE LANGUAGES

Model EN ES AR
ConfliBERT-Cont-Case 0.9375 0.9139 0.8992
ConfliBERT-Cont-Unc 0.9384 0.9150 0.9068
ConfliBERT-Scr-Case 0.9373
ConfliBERT-Scr-Unc 0.9392 0.8976

ConfliBERT-AraBERT 0.9075∗∗∗
ConfliBERT-BETO-Case 0.9146
ConfliBERT-BETO-Unc 0.9166

mBERT-Case-fine 0.9319 0.9114 0.8826
mBERT-Unc-fine 0.9319 0.9116 0.8890
BERT-Case-fine 0.9392
BERT-Unc-fine 0.9376
Electra-dis-fine 0.9340
RoBERTa-fine 0.9286

BETO-Case-fine 0.9173
BETO-Unc-fine 0.9139

AraBERT 0.8970
Average F1 reported. Bold font indicates top results.
Statistical significance * p<0.1, ** p<0.05, *** p<0.01.

In general, the binary classification results show the ad-

vantage of relying on language-specific models specifically

designed for analyzing text on the domain of political conflict

in their native languages. This is particularly the case for

processing native text in Arabic. Another key characteristic of

the results derived from using domain-specific native models

to process native languages is the high F1 scores reached by

the top performing models. The high level of performance of

these domain-specific models provide effective computerized

assistance to researchers and practitioners in identifying valu-

able information in the massive collection of UN documents

with a high degree of accuracy.

C. Multi-Class Classification Results

Table VI reports the results of using domain-specific and

generically-trained models to classify incidents of verbal and

material conflict and cooperation in UNPC documents across

languages. The performance metric reported is the average

macro F1 score, which is calculated as the mean for all four

individual F1 scores associated with each QuadClass category.

Table VI confirms the superiority of ConfliBERT models

for multi-class classification in their native languages. The

QuadClass classification in English indicates that ConfliBERT-

Scr-Case is the model that provides has the best performance

to identify different QuadClass incidents in the UNPC. The

macro F1 boost derived from this model is statistically sig-

nificant compared to RoBERTa, the generically-trained model

with the closest performance. Results for Spanish show that

ConfliBERT-BETO-Case has slightly better performance than

BETO-Case, the two top performing models for QuadClass

classification in Spanish. However, this difference is not sta-

tistically sificant. Finally, the multi-class classification task

conducted on Arabic text using Arabic-specific models indi-

cates that ConfliBERT-Cont-Unc is the best tool for classifying

QuadClass instances. The performance of this domain-specific

TABLE VI
MULTI-CLASS CLASSIFICATION CLASSIFICATION USING

DOMAIN-SPECIFIC AND GENERIC MODELS ON NATIVE LANGUAGES

Model EN ES AR
ConfliBERT-Cont-Case 0.6569 0.6296 0.6149
ConfliBERT-Cont-Unc 0.6482 0.6288 0.6291∗∗∗
ConfliBERT-Scr-Case 0.6612∗∗∗
ConfliBERT-Scr-Unc 0.6556 0.5803

ConfliBERT-AraBERT 0.6275
ConfliBERT-BETO-Case 0.6409
ConfliBERT-BETO-Unc 0.6293

mBERT-Case-fine 0.6161 0.5959 0.5614
mBERT-Unc-fine 0.6222 0.6064 0.5549
BERT-Case-fine 0.6308
BERT-Unc-fine 0.6362
Electra-dis-fine 0.6500
RoBERTa-fine 0.6511

BETO-Case-fine 0.6375
BETO-Unc-fine 0.6154

AraBERT 0.5096
Average macro F1 reported. Bold font indicates top results.
Statistical significance * p<0.1, ** p<0.05, *** p<0.01.

model is statistically significant when compared to mBERT-

Case, the top generically-trained Arabic model.

Another characteristic that stands out in Table VI is the

relatively lower macro F1 across models as compared to

the higher F1 scores of the binary classification in Table

V. It seems that identifying instances of material and verbal

conflict and cooperation is substantially more difficult than

classifying relevant information. This lower performance may

be related to the relatively small number of annotations in each

QuadClass category discussed in the III Data section.

VI. DIFFERENTIAL PERFORMANCE BETWEEN

MACHINE-TRANSLATED AND NATIVE-LANGUAGE TEXT

The results from the machine translation and experimental

sections reveal a counter-intuitive finding. The original expec-

tation motivating this study was that domain-specific native

LLMs would perform better when processing native text than

English-based LLMs applied to text machine-translated into

English. However, at first glance, the results do not seem to

support this expectation.

To further evaluate these seemingly puzzling results, Table

VII compares the top performing models from the machine

translation analysis using DeepL in Table IV and the best

native models using native text for both the binary and multi-

class tasks derived from Tables V and VI, respectively. The

analysis then uses a t-test to calculate the difference between

the translated and the native language experiments for each

task (binary/multi-class), in each language (ES/AR), and for

each type of text (machine-translated/native). The last column

in Table VII presents the difference of means for each pair of

scores with their corresponding statistical significance. As in

the original tables, binary task results are F1 scores and those

of the multi-class task represent macro F1 scores.

The differential performance in Table VII generally indi-

cates that analyzing machine translated text using English-

based models yields marginally better performance than using
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TABLE VII
DIFFERENTIAL PERFORMANCE

Task Text Best Model Score Diff

B
in

ar
y ES

Trans. ConfliBERT-Scr-Unc 0.9256
0.0090∗∗∗

Native ConfliBERT-BETO-Unc 0.9166

AR
Trans. ConfliBERT-Scr-Unc 0.9176

0.0101∗∗∗
Native ConfliBERT-AraBERT 0.9075

M
C

C

ES
Trans. ConfliBERT-Cont-Case 0.6305

-0.0104∗∗∗
Native ConfliBERT-BETO-Case 0.6409

AR
Trans. ConfliBERT-Scr-Unc 0.6682

0.0391∗∗∗
Native ConfliBERT-Cont-Unc 0.6291

Results from binary classification represent average F1 scores, while
results from multi-class classification (MCC) are average macro F1 scores.
Statistical significance * p<0.1, ** p<0.05, *** p<0.01.

native models to process native text. Although the magnitude

of the difference between pairs of models is very small,

the performance improvement is statistically significant across

models. While it appears preferable to use machine-translated

text and English-based domain-specific ConfliBERT models

over native language text and native models, further analysis

reveals important shortcomings from such approach.

Given the grammatical and syntactical differences, distinct

ConfliBERT models pre-trained in English, Spanish, or Arabic,

may perform differently due to the inherent particularities of

their corresponding languages. Linguistically, English relies

on more concise and succinct grammatical and syntactical

structures than Spanish and Arabic, that possess greater mor-

phological complexity and allow for a more flexible word

order [42]. Both Spanish and Arabic are pro-noun drop

languages that permit more intricate verb conjugations and

syntactical constructs than English. Spanish sentences tend

to be longer with a greater number of subordinate clauses.

Rhetorically, short sentences are perceived as monotonous

or redundant in Spanish [66]. In addition, the diacritics in

Spanish (acentos and vergulilla) and Arabic (Harakat) provide

a richer alphabet in those languages than in English. Abjads,

such as Arabic, further commonly include homonyms that

can only be distinguished in context [42]. In consequence,

Spanish and Arabic thrive with longer, more complex, and

fluid grammatical and syntactical arrangements.

In an effort to understand the apparent improvement of

machine translated text over the native data, we explore the

effects of machine translation. To do so, we first disentangle

the difference in the number of words generated by machine

translation into English when compared to the number of

words in the original native language (ES/AR). We then disen-

tangle the machine translation effects by identifying instances

in which the machine-translation tool increased or decreased

the word count at the sentence level. Figure 3 uses Locally

Weighted Scatterplot Smoothing (LOWESS) regression [67]

to visualize trends of word count increase or decrease caused

by DeepL machine translation for each language.

Trends in Figure 3 reveal that machine translation from

Spanish and Arabic into English induces heterogeneous dis-

tortions in the data. DeepL translation both increases and
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Fig. 3. Translation Effects on Word Count

decreases sentence-level word counts that disproportionately

affect different languages, which are likely to affect the perfor-

mance of English-based in different ways. The machine trans-

lation tool increases the number of words in some instances,

while reducing the number of words in other sentences, but

the overall net effect of DeepL translation from Spanish into

English results in a more succinct corpus, while the net effect

of DeepL translation from Arabic is a more verbose corups.

As the left panel in Figure 3 shows, DeepL has a net

word reduction effect on translations from Spanish to English.

Although DeepL tends to further elongate a handful of long

sentences in Spanish (top left trend in Figure 3), there are more

short Spanish sentences that get even shorter as this translation

tool turns them into English (lower left trend in Figure 3). In

the aggregate, Spanish DeepL translation reduces the word

count by -49,042 words, which corresponds to a -13.83%

reduction from the total word count in the native Spanish

corpus. In contrast, the right panel in Figure 3 indicates that

DeepL increases the word count when translating from Arabic

into English. Although there are a few long sentences in Arabic

that DeepL translates into a more succinct version (lower right

trend in Figure 3), most native sentences in Arabic experience

a word count increase in their English translation (top right

trend in Figure 3). In total, Arabic DeepL translation increases

the total number of words by 26,778, which corresponds to a

9.75% increase in the word count from native Arabic text.

The word count increase and decrease effects are conse-

quential for the quality of machine translation into English.

Figure 4 reports the different translation quality scores (BLEU,

ScareBLEU, METEOR, and BERTScore) for each translated

sentence from both Spanish and Arabic. To facilitate the data

interpretation, the plots use LOEWSS regression to represent

general trends. In general, the plots of the BLEU, ScareBLEU,

METEO sentence-level scores indicate that the quality of the

translation is poor, while BERTScore, the more forgiving

metric, shows a high quality output. Most importantly, Figure

4 show the impact of Spanish word reduction and Arabic

word increase on the quality of the English translation. As

the Spanish panel shows, providing a more succinct corpus is
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rewarded in English as the different quality metrics increase. In

contrast, the right panel shows that the quality scores penalize

the data augmentation in the English translation from Arabic.

According to the LOWESS trends, the quality scores mostly

stagnate and the METEOR score even shows a slight decline

as the number of translated words increases.

Due to grammatical and syntactical variations, distinct

ConfliBERT models developed for Spanish or Arabic may

exhibit different performance levels to those of ConfliBERT

English given the intrinsic linguistic characteristics of each

language. In consequence, theword count reduction induced

by DeepL in the Spanish to English translation may artificially

improve the quality of the translation and the ConfliBERT

EN performance given that English language favors more

succinct text. Consequently, using ConfliBERT EN on machine

translated text shows better performance than the output of

ConfliBERT ES processing native Spanish text. This seems

to be the case for the binary classification task in Spanish.

In contrast, the DeepL word count increase in the Arabic

to English translation provides a more verbose corpus, thus

reducing the quality of the translation. Yet, this data increase

seems to provide more linguistic elements that artificially

improve the ConfliBERT EN classification performance.

VII. CONCLUSIONS

This study highlights the comparative advantage of analyz-

ing native-language texts in English, Spanish, and Arabic using

domain-specific ConfliBERT LLMs to generate high-quality

data on conflict processes to understand political violence

and cooperation worldwide. This paper advances the research

frontiers in computer science and political science in different

ways. The study presents a large collection of high-quality

cross-lingual annotations from United Nations data, thus pro-

viding a valuable resource to analyze political conflict and

cooperation across languages. This aligned database allows

scholars to compare the performance of different models

using the same informational content in different languages.

Future versions of this data will include annotations using

the PLOVER [14] ontology, Named Entity Recognition, and

Question and Answering.

Evaluating the output of different machine translation tools

reveals that scholars should assess in a systematic and transpar-

ent way the quality of the machine translation resources they

use. Prominent coders such as POLECAT [7] or ICEWS [1]

rely on low quality machine translation or are not transparent

about their translation tools and output, thus casting doubt

about the quality of the data they generate. Using different

quality assessment metrics of varying degrees of rigidity, our

evaluation indicates that DeepL provides the most accurate

translations for both Spanish to English and Arabic to En-

glish. However, the detailed analysis of the machine-translated

texts reveals heterogeneous word count increase and decrease

effects that have consequences for LLM performance. Future

works should analyze in a more granular way the distortions

caused by machine translation tools and their effects on LLM

performance. Also, future work should consider assessing

other translation tools such as MS Azure [68] or more recent

resources like Claude 3 Opus [69] or ChatGPT [70], which

have shown good results in resource-poor languages [71].

The primary contribution of this study is the performance

comparison of domain-specific LLMs against generically-

trained models using machine-translated data and native texts

in English, Spanish, and Arabic. Results show the power of

the ConfliBERT family models to generate high-quality data

on conflict and cooperation using native-language texts in

English, Spanish, and Arabic. This analysis requires significant

computational resources and extensive GPUs for fine-tuning

the models and conducting the multi-lingual comparisons

across models. While this research relied on large computing

resources [72], researchers can access localized versions of

these resources to advance their own research using the

methodology and tools discussed.

By making our annotated databases and our multi-lingual

ConfliBERT LLMs publicly available,4 we contribute to ad-

vancing NLP tool for resource-pool languages. Moreover, by

providing this public critical cyber-infrastructure, our research

tools enable scholars, security practitioners, and government

agencies in a large number of English, Spanish, and Arabic

speaking countries leverage their local languages and informa-

tion sources to foster safer, more stable political environments.

VIII. ETHICS STATEMENT

This research uses United Nations data as second-hand

accounts of political conflict, but does not involve human

research subjects. By generating high-quality data on political

conflict, this study contributes to understanding the causes

and consequences of conflict. By developing native-language

NLP tools, this study contributes to enriching low-resource

languages, and promotes diversity in STEM.

4The annotations and replication materials are available on GitHub at: https:
//github.com/javierosorio/keep it local
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